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Abstract. In this paper, we study the two-dimensional Bose-Hubbard model with short- and long-
range interactions in the canonical ensemble. Using a Variational Monte-Carlo method, we obtain the
phase diagrams containing four different phases: Mott insulator, density wave, superfluid and supersolid.
The transition lines are determined using the structure factor and the superfluid density. We observe that
the phase diagrams for short and long-range interactions are very similar quantitatively and qualitatively,
but show also some significant differences. To evaluate the quality of our Variational approach, we com-
pare our results with results published by other groups, obtained with various methods, such as an exact
quantum Monte-Carlo algorithm and Gutzwiller Ansatz.

1 Introduction

The Bose-Hubbard model (BHM) has been a research
focus since its introduction [1]. In its simplest version,
restricted to nearest-neighbor boson-tunneling and on-
site repulsion, the phase diagram comprises superfluid
(SF) and Mott insulator (MI) phases. Quantum critical
phenomena were investigated using increasingly elabo-
rate quantum Monte-Carlo (QMC) methods and scaling
analysis, exact diagonalization and renormalization group
theory [2]. Especially the early works based on QMC [3,4],
path-integral Monte-Carlo [5–7] and modern worm algo-
rithms [8–12] have to be emphasized. These advanced
techniques and their derivatives like the stochastic Green-
function algorithm [13,14] gave further insight into the
standard BHM in higher dimensions [15–20]. Approxima-
tive methods like mean-field theory [1], density-matrix
renormalization group [21], Gutzwiller wave function opti-
mization [22] or strong coupling expansion [23] were also
applied to the BHM in its standard form [22,23] and to
extended models [24–27].

The interest in models with nearest-neighbor, next-
nearest-neighbor, dipolar or long-range interactions
between bosons increased when experiments on boson-like
systems, e.g. ultracold atoms trapped in optical lattices
[28–31], became more elaborate and off-site interactions
between particles [32] were implemented. In comparison to
the standard BHM, these extended models exhibit richer
phase diagrams with additional density wave (DW) and
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supersolid phases (SS) [33,34], which both feature long-
range spatial ordering. In recent years, theoretical work
explored the extended BHM with QMC methods [35–38],
DMRG [39,40] and Gutzwiller Ansatz [41] for systems in
and out of equilibrium.

Recently, an impactful experiment realized global-range
interactions [42] between particles and ignited interest in
its underlying Hamiltonian. To induce such long-range
interactions between boson-like particles experimentally,
ultracold atoms are placed inside of an optical cavity,
which is able to propagate the interactions between the
atoms. In this case, the particles interact via scattered
photons. Standing waves inside the cavity emerge, result-
ing in long-range interactions between the atoms. Ground
state phase diagrams of the corresponding model were
compiled with the help of mean-field approaches in 1D
[43], 2D [44–46] and 3D [47], with Gutzwiller ansatz
[48,49], DMRG [39] and QMC methods [46,49,50]. Also,
the dynamics of the model was investigated using dynam-
ical mean-field methods [51] and quench dynamics for the
hard-core Boson limit [52,53].

In this paper, we investigate Bose-Hubbard models with
short-range and long-range interactions with the Varia-
tional Monte-Carlo method (VMC). This is an iterative
method of wave-function optimization, based on Monte-
Carlo simulations. Although it is rarely used to treat
bosonic systems, this method has already delivered very
good results for the standard BHM [54]. It has been
shown that the method is appropriate for examining sys-
tems with long-range interactions [55]. We present the
ground state phase diagrams of the different models at
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various densities and compare them under qualitative and
quantitative aspects.

2 Models

We consider spinless bosons on a two-dimensional square
lattice with periodic boundary conditions. Bosons can
change their location by hopping to a neighboring site and
interact repulsively with each other when occupying the
same position. L denotes the edge length of the lattice,
thus the number of sites is L2. For reasons of symme-
try, L is always chosen to be even. Note that all results
were acquired within the canonical ensemble, i.e. for fixed
particle number, which is specified by the VMC method.
As stated in the introduction, we study the BHM with
short-range interactions and with infinite-range interac-
tions. The complete Hamiltonian with all interactions is
given by

Ĥ =− t
∑
〈r,r′〉

(
b̂†rb̂r′ + b̂†r′ b̂r

)
+
Us
2

∑
r

n̂r(n̂r − 1)

− Ul
L2

(∑
r∈e

n̂r −
∑
r∈o

n̂r

)2

+ Unn
∑
〈r,r′〉

n̂rn̂r′ (1)

where 〈· · · 〉 indicates the summation over all nearest-
neighbors pairs on the lattice and the summations r ∈ e,
r ∈ o extend over even and odd lattice-sites respectively.

The operators b̂r and b̂†r annihilate or create a boson at site

r, while n̂r = b̂†rb̂r is the number operator for site r. The
kinetic energy contribution is proportional to the hopping
strength t > 0, Us > 0 is the strength of the local on-site
repulsive interaction. The nearest neighbor-interaction is
tuned by Unn, the long-range interaction by Ul.

2.1 Nearest-neighbor interactions

The first model we consider is an extended BHM fea-
turing repulsive interactions between bosons on nearest-
neighboring (NN) sites but no long-range interactions
(Ul = 0). Aside from the kinetic energy term, which favors
movement of bosons on the lattice and thereby delocaliza-
tion, there is competition between the two short-ranged
interactions in this Hamiltonian. The on-site repulsion
promotes a uniform distribution of the particles on the
lattice, in order to minimize the average deviation of the
number of particles per site from the density. The NN
repulsion, on the other hand, stimulates an imbalance
in the occupation of adjacent sites, as multiple particles
on the same site are energetically favored over particles
on neighboring locations. While theoretical works in 2D
[33,56] and 3D [57,58] discovered the resulting density
wave and supersolid phases, early publications on 1D mod-
els were not able to confirm the existence of the supersolid
phase for this dimension [24,25] yet. However, following
approaches, which used Gutzwiller ansatz [59] and QMC
[36], indicated the existence of a supersolid region in the
ground state phase diagram of the 1D model. Since then,

the BHM with NN interactions is a common subject to
further investigation [19,26,35,60].

2.2 Long-range interactions

In the extended BHM with long-range (LR) interactions,
the strength of off-site interactions is scaled by Ul > 0
(Unn = 0). Drawing a comparison to the former case, the
short-range interactions stimulate the formation of local
imbalances, ultimately resulting in the development of a
global pattern of imbalance. The LR interactions, how-
ever, promote imbalance on a global scale, because all
particles on the lattice interact with each other and the
strength of this interaction does not depend on their dis-
tance. An experimental realization of such a model was
proposed [61,62], early simulations for the 1D and 2D sys-
tem were done [50] and the existence of a supersolid phase
was proposed [44].

Interest in this model was amplified when an experiment
with cavity-induced LR interactions had been conducted
[42]. Various methods delivered phase diagrams in 1D
[43,46,52], 2D [39,45,48,49] and 3D [47].

2.3 Long-range and nearest-neighbor interactions

We also consider a system including both LR and NN
interaction terms. This interplay of one long-range and
two short-range interactions is especially interesting, as
the NN interactions suppress a simultaneous high occu-
pancy on even and odd sites. The LR interactions, on the
contrary, might support the forming of such a structure
in certain areas of the parameter space.

3 Methods/simulation

For this work, the ground state properties of the sys-
tems were investigated using the Variational Monte-Carlo
(VMC) method [63,64]. Generally speaking, VMC is a
form of QMC, in which the ground state of a quantum sys-
tem is approximated by variational methods. The starting
point is an appropriate trial wave function |ΨT 〉 depending
on a set of optimization parameters. The optimal val-
ues of these parameters, and thereby the optimized wave
function, are found by minimizing the total energy of the
system. Occurring integrals are evaluated via QMC. A
detailed description of the VMC approach can be found
in reference [54]. We present a short summary of this in
the appendix. The optimizations suggested by reference
[65] have been included in our algorithm.

3.1 Phases and order parameters

In the standard BHM, only kinetic and local potential
energies compete, resulting in two phases denoted super-
fluid and Mott insulator. These are balanced in terms of
occupancy of even and odd sites. The introduction of the
additional NN and LR interaction terms in the extended
models gives rise to additional phases. An MI-like phase
is expected to appear, in which bosons are localized but
an imbalance in the occupancy of even and odd sites
exists. This phase is denoted density wave (DW) phase
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Fig. 1. Phase coherence correlation function in different phases
of a LR interacting system with L2 = 196 sites and ρ = 1 at a
fixed ratio Ul/Us = 0.7. The SF phase was measured at Us = 5,
SS at Us = 8 and DW at Us = 15.

and does not appear for arbitrary fillings, but only at inte-
ger or half-integer fillings. Furthermore, a superfluid-like
phase is introduced, in which bosons are delocalized and
an imbalance in the occupation number of even and odd
sites occurs. This phase is called the supersolid phase and
might appear for arbitrary densities ρ. As there are now
four phases to consider, at least two order parameters are
necessary to in distinct them.

It is useful to consider the phase coherence correlation
function

G(R) =
1

2L2

∑
r

〈b̂†r b̂r+R + H.c.〉, (2)

whereR is the distance between two sites and the brackets
〈· · · 〉 = 〈Ψ| . . . |Ψ〉 denote the mean value of an observ-
able in the system state |Ψ〉. As an example, we show
the phase coherence functions in different phases, taken
from cuts through the phase diagram of a system with
LR interactions, in Figure 1. One observes that in addi-
tion to indicating boson delocalization G(r) displays in
the SS phase an even-odd modulation similar to the
density-density correlation function. The number of par-
ticles of the system with a wave vector k is given by the
Fourier transform n(k) of the phase coherence correlation
function,

n(k) =
1

L2

∑
R

eik·RG(R), (3)

whose value for k = 0 is the condensate fraction, which
is the fraction of bosons occupying the superfluid ground
state.

In analogy to the phase coherence correlation function
used to distinguish localized and delocalized phases, the
density-density correlation function C(R) is introduced,

C(R) =
1

L2

∑
r

〈n̂rn̂r+R〉, (4)

whose Fourier transform S(k) is the structure factor

S(k) =
1

L2

∑
R

eik·RC(R). (5)

Fig. 2. Continuous transition in 2D for a LR system with
L2 = 196 sites and ρ = 1.5 for a fixed ratio Ul/Us = 0.8 from
SF (n(k = 0) 6= 0, Sπ = 0) over SS (n(k = 0) 6= 0, Sπ 6= 0) to
DW phase (n(k = 0) = 0, Sπ 6= 0).

Fig. 3. First order transition in a LR system with L2 = 196
for a fixed Us = 15 in 2D at ρ = 1 from SF (n(k = 0) 6= 0,
Sπ = 0) to DW phase(n(k = 0) = 0, Sπ 6= 0).

The value of S(π) = Sπ is particularly useful because the
exponential in the Fourier transform takes the value 1
when two sites of distance R have equal parity and −1
when the sites have different parity. Thus we expect Sπ
to be zero in the MI and SF phases, and non-zero in the
DW and SS phases. With these order parameters, we can
distinguish all four occurring phases. The actual value of
Sπ is necessary to evaluate the quality of the DW phase
at higher densities because different imbalances between
even and odd sites might be possible. In order to distin-
guish between first and second order phase transitions,
we have to consider whether the order parameters change
continuously or not. Figure 2 shows an example of the evo-
lution of structure factor and condensate fraction during
two second-order phase transitions in a system with LR
interactions. Figure 3 shows an example for a first order
phase transition from SF to DW in the same system. Both
order parameters n(k = 0) and Sπ have a discontinuity
at the point where the first order phase transition takes
place.

As stated before, an important aspect to keep in mind is
the possibility of metastable states. In this paper, we only
consider ground state properties. But we are treating sys-
tems in which multiple interactions with similar strengths
compete. Especially near phase transitions, we have to
ensure the proper equilibration of the system in order to
reach the true ground state of each parameter configu-
ration. VMC allows us to compute kinetic and potential
energies. In case several local minima are present, we can
run simulations for different initial states to detect the
ground state. An example of this can be seen in Figure 4,
where we can read the phase transition between two DW
phases from the crossing of the energies.

https://epjb.epj.org/
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Fig. 4. Comparison of the ground state energy at different
initial states DW (3,0) and DW (2,1) for a system with L2 =
256 sites, Us = 30 and ρ = 1.5. A first-order phase transition
occurs where curves cross.

Fig. 5. Thermodynamic limit extrapolation of structure factor
Sπ and condensate fraction n(k = 0) at t = 1, Ul/Us = 0.8 in
the CDW (Us = 11, filled squares) and SS (Us = 7, empty
circles) phases. Black lines are linear fit.

Since all our simulations operate at finite system sizes,
it is possible that we observe pseudo-order in the system
once the correlation length ξ approaches the size of the
system L. Hence the critical points of phase transitions
become depended on the system size. Figure 5 shows the
extrapolation of n(k = 0) and Sπ in the thermodynamic
limit in SS and DW phases. This extrapolation shows that
a system-size of L2 = 196 sites is sufficient to get a good
estimate of the thermodynamic limit.

4 Results

All simulations treat systems in 2D and the tunneling-
strength was fixed at t = 1 to set the energy scale. Sim-
ulations were generally executed for L × L = 196 square
lattices, as we showed before that this is a suitable choice.
Phase diagrams are presented either in the (Us/t, UIA/t)-
or (Us/t, UIA/Us)-plane (with UIA ∈ {Ul, Unn}) and were
acquired by considering cuts through the parameter space
in with respect to the change in the order parameters, as
illustrated in Figures 2, 3 and 4. To determine the exact
locations of the phase transitions, finite-size scaling was
done, which is elaborated in the next section.

If not stated otherwise, the simulations have been per-
formed with 500 optimization-iterations and 1 million
Monte-Carlo steps before the final measurements.

4.1 Long-range interactions

The first phase diagram is presented in the (Us/t, Ul/t)-
plane and covers a system with particle density ρ = 1. The
tunneling t is fixed to t = 1 to set the scale, but Us and

Ul are still in similar range. The full diagram is shown
in Figure 6a. The two insulating phases, MI and DW, as
well as the SF and a stable SS were identified and there
are five different direct transitions between phases. At low
Us/t, the system is never insulating, but there is a second-
order phase transition from SF to SS (red line in Fig. 6a)
when the LR tuning Ul is large enough. The SS phases in
Figures 6a, 6b and 6c extend down to infinitesimally small
Us > 0. Increasing the on-site repulsion, a transition from
SF to MI takes place (teal line). Using finite-size scaling,
we find that this second order transition takes place at
Us/t = 18.4. This agrees well with the results by other
groups using QMC simulations, where the transition is
determined to take place at Us/t = 17 [49]. The corre-
sponding phase diagram is reprinted in Figure 7. Taking
the inverse of our value t/Us = 0.054, it is also in fair
agreement with the critical value for the standard BHM
in 2D (t/Us)BH = 0.05974 [18]. This is to be expected,
as the LR interaction term does not contribute to the
ground-state energy of both the SF- and the MI-phase.
For this reason, the transition in the LR interacting sys-
tem is not shifted in comparison to the standard BHM
and independent of Ul.

The transitions from SF to DW (blue line) and MI to
DW (purple line) are first-order transitions, while there is
a continuous phase transition between SS and DW (green
line).

All four phases are present and take in large areas. It
should be noted that there is a (roughly) diagonal line
throughout the diagram, which separates the phases with
no spatial imbalance (SF, MI) from the ones with a non-
zero structure factor (SS, DW). The slope of this line
gives us the critical ratio between Us and Ul at which
the dominant force changes. A fit of this is illustrated in
Figure 9a, in which the slope was determined to be ml =
0.55(±0.01). This is slightly higher than the theoretical
value m = 0.5, because the LR interaction in the Hamil-
tonian becomes dominant above a ratio of Ul/Us = 0.5.
The DW phase in this diagram has the structure (2, 0),
Figure 3 shows the evolution of condensate fraction and
structure factor in a cut at Us/t = 15. It shows a first order
phase transition from SF to DW, as there is a discontinuity
in both these parameters. We are especially interested in
the competition between the LR interaction and the short-
range on-site potential, so it helps to rescale the plot of
the phase diagram in Figure 6a to the (Us/t, Ul/Us)-plane.
This is depicted in Figure 6d. Transition lines between
phases have the same color code as in the previous phase
diagram. For low Ul/Us, only SF and MI phases exist. At
higher ratios, SS and DW phases appear. The phase dia-
gram obtained by QMC from reference [49] is reprinted in
Figure 7. Moving on to phase diagrams for different den-
sities, we keep the system size fixed but vary the number
of bosons. Figure 8a exhibits the corresponding diagram
for ρ = 0.5. At half-integer densities, in our case a sys-
tem of L2 = 196 sites with N = 98 bosons, the formation
of an MI is impossible. Consequently, the phase diagram
depicts only three different phases: SF, DW and a small
region which seems to be SS. However, QMC studies have
shown that for ρ = 0.5 the SS phase is unstable and in
fact a region of phase separation between SF and SS [49].

https://epjb.epj.org/
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Fig. 6. Ground state phase diagrams at ρ = 1 for systems with (a) LR interactions; (b) NN interactions; (c) LR and NN
interactions equally strong. The observed phases are superfluid (SF), supersolid (SS), Mott insulator (MI) and density-wave
(DW). (d)–(f) depict rescaled phase diagrams for better comparability of on- and off-site interactions.

Fig. 7. Phase diagram of the LR system from Figure 6d
obtained with QMC methods. Originally published in reference
[49]. (Reprinted with permission, @ 2017 by the American
Physical Society.)

In contrast, the SS phase is stable for ρ = 1, ρ = 1.5 and
ρ = 2.

For larger values of Us/t, the phase-separated region
disappears and there is a direct first-order transition
between SF and DW. The DW has the structure (1, 0)
this time. A critical point where all three regions meet
can be found at Us/t = 18. A system with ρ = 1.5 deliv-
ers a rich phase diagram, with interestingly shaped phase
transition lines and two different DW phases. It can be
seen in Figure 8b. Note the absence of a direct transition

between SF and DW. In the area covered by our diagram,
these phases are always separated by a thin but stable SS
phase. The width of this intermediate area varies with the
ratio Ul/Us. Most interesting about this diagram is, how-
ever, the coexistence of two varieties of the DW phase.
Tuning Ul/Us between roughly 0.4 and 0.5 in combina-
tion with high on-site repulsion results in an insulating
DW (2,1) phase, with a low imbalance between even and
odd sites. Increasing the ratio of Ul/Us results in the for-
mation of a DW (3,0) phase, associated with a higher
imbalance in occupancy between sites of different parities.
Both DW phases are separated by a first-order transition
and distinguished by their ground state energy as shown
in Figure 4. As a consequence, the SS domain contains two
visible lobes split by this first order transition. The struc-
ture factor continuously converges to 9/4 in the upper
lobe while approaching the DW domain, whereas it con-
verges to 1/4 in the lower one. All diagrams obtained via
the VMC algorithm presented here can be compared to
those presented in [49] by QMC and mean-field methods.
Actually, the VMC is closer to the QMC than to the MF.
Especially the SF to DW transition in the ρ = 1 domain
and the qualitative shape of the SF domain in the ρ = 1.5
are well described by the variational description contrary
to the mean-field method.

The phase diagram for ρ = 2 is presented in Figure 8c
and it is very similar to the one for ρ = 1 (seen in
Fig. 6d), regarding the shape of the phases. SF is larger
here, as the transition between SF and MI phases shifted
to Us/t = 32, which corresponds to t/Us = 0.0313. This is
close to the value for the corresponding transition in the
standard BHM, which was determined to be t/Us = 0.035
[23]. For similar reasons as in the ρ = 1-diagram, this was
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Fig. 8. Top row: phase diagrams of systems with LR interactions at (a) ρ = 0.5, (b) ρ = 1.5, (c) ρ = 2. Bottom row: phase
diagrams of systems with NN interactions at (d) ρ = 0.5, (e) ρ = 1.5, (f) ρ = 2. The MI phase only appears at integer densities.
Two different stable DW phases exist at ρ = 1.5.

Fig. 9. (a) Linear fit of the transition line that separates the section of phase diagram without imbalance (S(π) = 0) and
the section with imbalance. The fit reveals a slope of ml = 0.55. In theory, we would expect the transition to be at m = 0.5;
(b) linear fit of the transition line that separates the section of phase diagram without imbalance (S(π) = 0) and the section
with imbalance. The fit reveals a slope of mnn = 0.252. In theory, we would expect the transition to be at mt = 0.25; (c) linear
fit of the transition-line between phases with vanishing structure factor and Sπ > 0. The slope was measured as m = 0.175.

to be expected: LR interactions do not affect the ground-
state energies of the involved phases. In the ρ = 2-case,
the DW phase forms the occupation structure (4, 0),
obviously a consequence of the increased density. There is
no DW (3, 1) area in the ground state, however. Unlike in
the ρ = 1.5-diagram, there is only one occupation pattern
in the DW phase. Compared to ρ = 1, the tricritical
point between SF, SS and DW shifted from Us/t = 10 to
Us/t = 16.

4.2 Nearest-neighbor interactions

The phase diagram of the system with nearest-neighbor
interactions at ρ = 1, shown in Figure 6b, is similar to
the equivalent diagram in the LR case (Fig. 6a). While
the overall structure is very much alike, the transition

between SF and MI phases depends on Unn in the NN
system. This behavior can be explained by considering
the effect of the NN interaction on the SF and the MI
phases. The NN term significantly increases the ground-
state energies, and the contribution becomes maximal in
the MI phase. Therefore, a higher Us/t is necessary to
enter this phase and the transition, in this case, depends
on the strength of Unn. The transition-line to the phases
with spatial imbalance, however, has a different slope. We
determined it once again by a linear fit, seen in Figure 9b.
Comparing the result mnn = 0.252 to the one of the LR
system ml = 0.55 (Fig. 9a), we note that it is smaller by a
factor 2, which is what we would expect, considering the
t = 0 limit of both systems.

Comparing the rescaled ρ = 1 plots for NN (Fig. 6e)
and LR interacting systems (Fig. 6d) approves the obser-
vations regarding the imbalanced phases.

https://epjb.epj.org/
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As mentioned in the LR section, the ρ = 0.5-case
(Fig. 8d) is special because it contains a region of phase
separation between SF and SS. Like in the LR model,
there is no stable SS phase. At densities ρ = 1, ρ = 1.5
and ρ = 2, the SS is stable in the system with NN inter-
actions. The main difference to the LR phase-diagram for
this density (Fig. 8d) is the shift in Unn/Us-direction. The
imbalanced phases begin to form at lower Unn/Us-ratios
than in the LR case. On the other hand, the ratio where
all regions meet is the same as in the LR case, located
at Us/t = 18. Moving on to ρ = 1.5, Figure 8c shows an
interesting NN phase-diagram, particularly with regard to
the equivalent LR diagram (Fig. 8b). Again, the featured
phases are SF, SS, DW(2, 1) and DW(3, 0). Within the
range of parameters covered by the diagram, there is no
direct transition from SF to DW phases. An intermediate,
stable SS area is present, like in the LR phase-diagram.
While there is a first-order transition from DW(2, 1) to
DW(3, 0), all other transitions are continuous. Compar-
ing NN and LR phase diagrams, we note the tricritical
point between SS, DW(2, 1) and DW(3, 0) takes place at
a ratio of Us/t = 21 in both cases, but the overall shape
of the phases is considerably different. With NN interac-
tions, the SS-phase is much smaller for higher Us/t and
the DW(2, 1)-phase is less pronounced in general. The LR
interactions, however, feature a large stable DW(2, 1) in
its ground state phase-diagram. Figure 8f shows the phase
diagram at density ρ = 2. It resembles the long-range dia-
gram (Fig. 8c), critical points at which three phases meet
occur at Us/t = 16 (SF, SS, DW) and Us/t = 33 (SF, MI,
DW). No DW(3, 1)-phase was observed in the ground-
state, only DW(4, 0). The fact that phase diagrams for
systems with LR and NN interactions are so similar goes
in line with former considerations, predicting NN and LR
systems to behave equally in the mean-field limit [46].
However, the SF-MI-transition is different in both cases,
because of different contributions of NN interactions to the
ground-state energy of both phases, while LR interactions
do not affect them.

4.3 Long-range and nearest-neighbor interactions

In this section, we continue our investigation by con-
sidering systems featuring both NN and LR interac-
tions. Together with the tunneling term and the on-site
repulsion, there is now a competition between one long-
range force term and multiple short-range interactions.
Although NN and LR interactions promote the same order
in the system, it will be interesting to know where the
phase-transitions will be located. LR and NN interactions
are chosen to be equally strong at ρ = 1. The resulting
phase diagram is presented in Figure 6c. The phase dia-
gram strongly resembles those with only LR (Fig. 6a) and
only NN (Fig. 6b) interactions. While the transition-line
from SF to MI has a similar shape as in the NN model,
which makes sense as the LR interaction does not affect
both phases, the critical point where SF, SS and DW
phases meet takes place at Us/t = 12 and thereby lies
between the equivalent values for LR (Us/t = 10) and
NN interactions (Us/t = 13). As in the sections above, we
additionally present a linear fit to determine the critical

ratio between the phases with and without spatial imbal-
ance (Fig. 9c). The slope corresponding to the critical
ratio is determined as (Ul = Unn)/Us = 0.175. In com-
parison to LR (Ul/Us ≈ 0.5) and NN (Unn/Us ≈ 0.25)
only, this value is lower. This is to be expected since there
are now two similarly strong interactions that drive the
system towards a state with structure factor Sπ > 0. The
SF-MI-transition behaves just like in the NN only case,
which is to be expected, regarding the fact that the LR
interactions do not affect both phases. When both inter-
actions are tuned simultaneously by the same factor, the
combination of both works like one effective, single inter-
action. In comparison to the individual interactions, the
transition between SF and MI remains unaffected. But
transition-lines involving phases with Sπ > 0 are altered.

4.4 Phase-transitions and finite-size scaling

Every phase transition goes along with the breaking
of at least one symmetry. The inherent symmetries in
our Hamiltonians are the U(1)-symmetry associated with
particle number conservation and the Z2-symmetry asso-
ciated with the nearest-neighbor and long-range interac-
tions. A non-vanishing structure factor Sπ signifies the
breaking of the Z2 translational symmetry, while a non-
zero condensate fraction n(k) indicates a broken U(1)
symmetry. If the change in order-parameter is discontin-
uous, it is associated with a first order phase transition.
If it is continuous, the phase transition is second order
[66]. The second-order phase transitions are expected to
belong to the 3D Ising and 3D XY universality classes [67]
respectively. In the following, we use finite-size scaling to
locate the continuous phase-transition points accurately
and to determine the critical exponents.

Between the four different phases we observed so far,
there are five direct transitions. First order phase transi-
tions take place between MI and DW and between SF and
DW phases. Z2 symmetry is broken in the former when
the spatial modulation arises. Both symmetries are bro-
ken in the latter, as we have shown in Figure 3. MI to SF,
SS to DW and SF to SS are second-order phase transi-
tions with a broken U(1) symmetry due to the occurring
superfluidity in the first two, and a broken Z2 symmetry
in the SF-SS transition, where Sπ becomes non-zero.

Before beginning with the finite-size scaling analysis of
the second-order phase transitions of the extended mod-
els, we look into the limit Ul = Unn = 0, the standard
BHM. The enclosed graph in Figure 10a shows the SF
to MI transition in this case for varying system-sizes.
The corresponding order parameter is the condensate
fraction, which is plotted as a function of Us. For the
finite-size scaling, we use the critical exponents of the
3D XY universality class, β = 0.348 and ν = 0.671. The
point where the curves cross indicates the critical point,
we measure (Us/t)c = 18.4 or (t/Us)c = 0.054. As already
stated above, this value is close to the literature value
(t/Us)BH = 0.05974 [18]. A finite size scaling plot is
shown in Figure 10a, where δ = (Us − (Us)c)/(Us)c repre-
sents the normalized distance to the critical value (Us)c.
The data collapse is good and confirms the crossing at
(Us/t)c = 18.4.
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Fig. 10. Comparison of the SF-MI-transition in the (a) standard BHM (Ul = Unn = 0), (b) BHM with LR (Ul/Us = 0.1,
Unn = 0), (c) BHM with NN interactions (Unn/Us = 0.2, Ul = 0), rescaled using the 3D XY scaling exponents β = 0.348 and
ν = 0.671 to produce a data-collapse.

Fig. 11. SS-DW-transition in the NN interacting system at
Unn/Us = 0.7, rescaled using the 3D XY scaling exponents
β = 0.348 and ν = 0.671.

Figures 10b and 10c show the same transition in the
model with LR and NN interactions. The critical point
is shifted in the NN case because of the effect of the off-
site interactions on the ground state energies, as explained
above. Considering the quality of the crossings and data
collapese in Figures 10a, 10b and 10c, the VMC seems
capable of predicting the correct universality class of the
SF-MI transition.

To illustrate the SS-DW phase transition, where there is
also a U(1) symmetry breaking, we choose the NN model
as an example and fix Unn/Us = 0.7. Using the 3D XY
exponents,the critical point is found at (Us/t)c = 5.91.
A finite-size scaling plot and a data collapse can be seen
in Figure 11. To investigate the SF to SS phase transi-
tion, we tune Ul (compare Fig. 6d). The corresponding
order parameter is the structure factor Sπ. The critical
exponents of the 3D Ising universality class are β = 0.326
and ν = 0.630. The inset of Figure 12 shows the cross-
ing of the Sπ curves at fixed ratio Ul/Us = 0.7 and the
main graph shows the finite-size scaling plot. The phase
transition takes place at (Us/t)c = 5.94.

5 Discussion and conclusion

The mean-field theory predicts the Bose-Hubbard model
with long-range and nearest-neighbor interactions to have
the same phase-diagram [46]. In our results, however, they
differ quantitatively as well as qualitatively. The difference
is most remarkable in the transition between SF and MI

Fig. 12. SF-SS-transition, indicated by a change of the struc-
ture factor Sπ, in a system with long-range interactions at
Ul/Us = 0.7. The 3D Ising exponents β = 0.326 and ν = 0.630
are used as the transition should belong to this universality
class. The phase transition was determined by the crossing of
the unscaled curves in the small picture.

phases. It takes place at a fixed ratio of Us/t in the sys-
tem with long-range interactions, but the critical value for
Us/t depends on Unn in the presence of nearest-neighbor
interactions.

Although all variational states in our calculations are
translationally invariant, our results are closer to the exact
QMC methods than to mean-field theory.

This work showed that the Variational Monte-Carlo
method is capable of providing reliable results for bosonic
systems with long- and short-range interactions. The
phase diagrams for the long-range interactions are in
good agreement with former results by other groups.
Our data corroborate the numerical results already
obtained and it also supports the experimental results
[42]. This shows that our Ansatz-wavefunction and
the variational parameters, consisting of Jastrow- and
many-body-factors, provide a good description of the
Bose-Hubbard model with infinity-range interactions.
Starting from this, we also investigated a Bose-Hubbard
model with nearest-neighbor interactions. We observed
the phase diagrams to be fairly similar in shape, but
with differences in the size of phases and in the transition
between SF and MI phases in particular.

We want to thank Giovanna Morigi and Rebecca Kraus for
useful discussions. We also thank Nicolò Defenu, Laurent de
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Appendix A

A.1 Variational Monte-Carlo method

Variational Monte-Carlo is a form of quantum Monte-
Carlo, in which the ground state of a quantum system
is approximated by variational methods. Starting point is
an appropriate trial wave function |ΨT 〉 which depends
on a set of optimization parameters. The optimal val-
ues of these parameters, and thereby the optimized wave
function, are found by minimizing the total energy of
the system. Occuring integrals are evaluated via QMC.
A more detailed description of the VMC approach can be
found in reference [54]. Also, the optimizations suggested
by reference [65] have been included.

We start with the trial wave function

|ΨT 〉 = exp

1

2

∑
i,j

vi,j n̂in̂j + gMB

∑
i

ξ̂h−d,i

 |Ψ0〉,

(A.1)

where |Ψ0〉 =
(∑

i b̂
†
i

)N
|0〉 is the ground state of a non-

interacting (Us = Ul = Unn = 0) system of N bosons. The
first term in the exponential of (A.1) is named Jastrow
factor, while the second one is called many-body opera-
tor [68]. Parameters vi,j and gMB are to be optimized.
The Jastrow factor allows to control density-density cor-
relations between sites, and to reduce the number of
parameters. Here, we use periodic boundary conditions
and regard the Hamiltonian as translationally invariant, so
the parameters vi,j = v(|Ri−Rj |) only depend on the dis-

tance between sites i and j. In the second term,
∑
i ξ̂h−d,i

counts the number of isolated holons and doublons in the
system, where holons are empty sites and doublons are
doubly occupied sites.

ξ̂h−d,i = ĥi
∏
δ

(1− d̂i+δ) + d̂i
∏
δ

(1− ĥi+δ). (A.2)

The summation over δ connects the site i with its nearest
neighbors, ĥi is 1 if the site is empty and 0 otherwise, d̂i is
1 if the site is doubly occupied and 0 otherwise. The many-
body operator controls short-range interactions [68]. It
might control wether the holon-doublon pairs are able to
unbind and propagate freely in the system or not, via the
parameter gMB , which has proven to increase accuracy
for bosonic systems in the insulating phase in 2D and 3D
[54]. While this is a good choice for simulations with ρ = 1,
the parameter should be improved upon at higher densi-
ties. We modified the variational wave-function in order

to investigate systems with density ρ = 2. The holon-
doublon interaction described in (A.2) was changed to

a singlon-triplon interaction by replacing ξ̂h−d,i by ξ̂s−t,i
with

ξ̂s−t,i = ŝi
∏
δ

(1− t̂i+δ) + t̂i
∏
δ

(1− ŝi+δ). (A.3)

The summation over δ still connects site i with its nearest
neighbors, but this time ŝi is 1 if the site contains a single
boson (i.e. a singlon) and 0 otherwise, t̂i is 1 if the site
is triply occupied (i.e. a triplon) and 0 otherwise. This
interaction is more suited to the ρ = 2, as it describes the
deviation from the average occupation. Starting from the
most symmetrical case where all sites contain exactly ρ,
singlon-triplon pairs are created by a boson hoping to one
of its nearest neighbors. Analogously, holon-doublon pairs
are created by fluctuations in the ρ = 1 system. The phase
diagrams seen in Figures 8c and 8f were constructed with
the help of this modification.

Other works showed that |ΨT 〉 is a decent trial state
for the standard Bose-Hubbard Hamiltonian [54], which
contains only on-site interactions, and it also has been
discussed that the Jastrow factor is able to describe long-
range interactions [55]. Consequently, it is suitable to
simulate the model with short- as well as long-range inter-
actions. Since even and odd sites play equivalent roles in
the system, the assumption vi,j = v(|Ri−Rj |) still holds,
and thus strongly reduces the number of parameters. As
we will see in the following section, the order parameters
we use behave in the same way for pairs of sites i, j and
i′, j′ with R = |Ri − Rj | = |Ri′ − Rj′ |. Therefore, the
vi,j are well suited to reproduce the symmetries in the
Hamiltonians, including the long-range interaction.

As we are interested in the ground-state properties of
the system, it is our goal to optimize |ΨT 〉 in a way
that its corresponding energy ET is as close to the true
ground-state energy of Ĥ as possible. In order to opti-
mize the variational parameters, we start with the system
in occupation number representation. The system then
undergoes a Monte-Carlo algorithm, in which the dynam-
ics of the Hamiltonian are stochastically calculated via
Metropolis-like sampling. This means that bosons are ran-
domly proposed to change their site and the proposal is
accepted or rejected depending on the change in energetic
properties. These local changes in energy, that follow the
properties of the Hamiltonion, are then used to compute
the variational parameters, which is described in detail in
[65].

We propose a trial wave function |ΨT (α)〉, depending
on a set of p parameters αk, k = 1, . . . , p and impose
explicit form of |ΨT (α)〉 such that whenever parameters
αk are specified, all components of the trial wave function
in number basis {|n1, n2, . . .〉} are known. In our case,
the parameters αk are the Jastrow-factors vi,j and the
many-body term gMB .

Basis for the Monte-Carlo sampling is now the varia-
tional theorem, which states that the true ground-state
E0 of a system described by the Hamiltonian Ĥ is always
lower or equal to the normalized expectation-value ET (α)
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in respect to Ĥ:

E0 ≤ ET (α) =
〈ΨT (α)|Ĥ|ΨT (α)〉
〈ΨT (α)|ΨT (α)〉

.

This means that by optimizing |ΨT (α)〉, our approxima-
tion ET (α) will only approach E0 but not undercut it.
Inserting closure relations and rewriting the energy as

ET (α) =

∑
n |〈n|ΨT (α)〉|2EL(n,α)∑

n |〈n|ΨT (α)〉|2

with

EL(n,α) =
〈n|Ĥ|ΨT (α)〉
〈n|ΨT (α)〉

,

is very useful. This is where MC sampling comes into play.
If random vectors |n〉 are picked from the number basis,
distributed according to the probability distribution

ρ(n) =
|〈n|ΨT (α)〉|2∑
n′ |〈n′|ΨT (α)〉|2

,

an estimate of ET (α) is obtained by averaging EL(n,α)
over M stochastically generated configurations |n〉:

ET (α) =
1

M

M∑
i=1

EL(ni,α).

Now we have a good estimate for the energy of the trial
wave-function with the set of parameters α. In order
to optimize the wave-function by finding a better set
of parameters α′ = α + γ, an operator Ok for each
parameter αk is defined:

Ok(n) =
∂αk

ΨT (α, n)

ΨT (α, n)
.

The updated wave-function |ΨT (α+ γ)〉 with the new
set of parameters α′ = α + γ in second order Taylor
approximation can be expressed by means of the operators
Ok:

|ΨT (α+ γ)〉 ≈
[
1 +

∑
k

γk(Ok − 〈Ok〉)

+
β

2

∑
k,k′

γkγk′(Ok − 〈Ok〉)(Ok′ − 〈Ok′〉)
]
|ΨT (α)〉

where β = 1 in the Taylor-expansion, but is used here as
a parameter to optimize the iteration scheme [65].

To review if the new set of parameters is an improve-
ment, the change in the mean value of the energy between
|ΨT (α)〉 and |ΨT (α+ γ)〉 has to be checked:

∆E = −
∑
k

γkfk +
1

2

∑
k,k′

γkγk′ [S
k,k′

h + (1 + β)Gk,k
′
].

All quantities can be calculated with the help of local
energy EL(n,α) from the Monte-Carlo sampling:

fk = −∂αk
ET (α) = −2 [〈ELOk〉〈EL〉〈Ok〉] ,

Sk,k
′

h = 〈[Ok, [Ĥ ,Ok′ ]]〉
= 〈∂αk

ELOk′〉 − 〈∂αk
EL〉〈Ok′〉,

Gk,k
′

= 2〈〈EL〉(Ok − 〈Ok〉)(Ok′ − 〈Ok′〉)〉.

This is how the parameters are optimized. Clearly, the
minimum energy is obtained for γ = B−1f with B = Sh+
(1 + β)G. The initial state of the MC algorithm becomes
a valuable tool in critical regions, as the system may not
reach the true ground state if we choose a wrong starting
configuration.
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16. M. Köhl, H. Moritz, T. Stöferle, C. Schori, T. Esslinger, J.

Low Temp. Phys. 138, 635 (2005)
17. B. Capogrosso-Sansone, N.V. Prokof’ev, B.V. Svistunov,

Phys. Rev. B 75, 134302 (2007)
18. B. Capogrosso-Sansone, S.G. Söyler, N. Prokof’ev, B.
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